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Privacy-Preserving Greedy Link Scheduling for Wireless
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ABSTRACT

Link Scheduling is an important branch of wireless scheduling al-
gorithms for improving wireless throughput, with implications in
domains such as Industrial and Agricultural Internet of Things (IIoT
and AloT), smart grids, and Vehicle Ad-Hoc Networks (VANETS).
Current approaches for efficient link scheduling primarily focus on
computing schedules that maximize the highest-weighted links in
a network among all possible schedules. These algorithms are not
designed for privacy, as they rely on information about the entire
network topology and device link weights. This paper proposes a
novel link scheduling algorithm called PriLink with built-in privacy
protections, link scheduling performances close to high-performing
greedy algorithms, and real-time execution times. PriLink provides
privacy benefits over existing algorithms as the entire network
topology is not shared, and devices share only links required for
computing the schedule hiding everything else. To our knowledge,
PriLink is the first implementation of a privacy-preserving link
scheduling algorithm. A comparison with high-performing greedy
algorithms (Greedy Maximal Scheduling, Local Greedy Scheduling,
and Distributed Greedy Scheduling) shows that the PriLink algo-
rithm achieves faster execution times than all algorithms and good
scheduling performance with link schedules about 3% lower than
the best-performing algorithm for wireless networks comprising 50
devices and about 5% lower for 250 devices. Regarding privacy, we
observe that PriLink can hide nearly 85% of network links for net-
works containing 50 devices from an honest-but-curious adversary.
For large networks containing 250 devices, the algorithm can hide
more than 95% of the links providing significant privacy benefits
for wireless network devices.
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1 INTRODUCTION

The deployment of next-generation distributed multihop wire-
less networks is expected to be widespread across many appli-
cations, including Industrial and Agricultural Internet of Things
(IToT and AIoT), smart grids, Vehicle Ad-Hoc Networks (VANETS),
and more [1, 7, 24]. An important consideration related to the effi-
ciency of these wireless networks is the use of efficient scheduling
algorithms. Link scheduling, in particular, is a good choice as it max-
imizes the weights of links that can be activated to transmit packets
on a channel at any given moment. An efficient link schedule would
ensure that the wireless spectrum and bandwidth are well utilized
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by wireless devices by (1) enabling high-priority transmissions to
occur and (2) minimizing the interference in the network during
such transmissions. The calculation of such an efficient schedule
involves coordinating device transmissions and encompasses tasks
such as link selection, ranking, and transmission (i.e., power alloca-
tion and coding schemes) [13, 21, 25].

Significant research has focused on link scheduling algorithms
for multihop wireless networks. The most optimal solution for
link scheduling requires solving a maximum weighted independent
set (MWIS) problem, which is NP-Hard [5, 18, 34]. As a result, re-
search efforts have focused on finding solutions that approximate
an optimal solution. Earlier research efforts focused on greedy ap-
proaches for link scheduling [8, 33, 34], while more recent efforts
have shifted to using ML-based solutions such as Graph Neural
Networks (GNNs), Recurrent Neural Networks (RNNs), and Spatial
Deep Learning [3, 32, 34]. In all the above approaches, the pri-
mary focus is on computing link schedules that enable the highest-
weighted devices to transmit simultaneously without interference
in the network. Another important consideration of the above ap-
proaches is execution time since these schedules must be computed
in real time for dynamic wireless networks.

The above efforts have designed solutions requiring knowledge
of the entire network to compute an efficient link schedule. In cen-
tralized link scheduling, all wireless devices must share their device
and link information with a central server [12, 34]. In decentral-
ized variations, devices must send information to other wireless
devices in the network to decentralize the link schedule calcula-
tion [9, 23, 34]. There is no focus on privacy in both cases since
the entire wireless network topology and the devices’ transmission
characteristics are known. We believe that privacy is an essential
consideration for link scheduling algorithms. These algorithms
may often be utilized in mission-critical activities (e.g., soldiers on
a battlefield) where revealing the network topology and devices’
transmission characteristics may be detrimental (e.g., loss of life
or the battle). Knowing the network topology and devices’ trans-
mission characteristics also increases the potential for abuse by an
adversary (e.g., a device on the network) who may use the informa-
tion about the topology to cause disruptions in the network (e.g.,
update their link weight to always transmit). This highlights a need
for link scheduling algorithms that provide privacy protections,
good scheduling performance, and real-time execution.

To address the above need, this work proposes a novel privacy-
preserving link scheduling algorithm called PriLink that has built-in
privacy protections, approaches link scheduling performances close
to greedy benchmark algorithms, and has faster execution times
than benchmark algorithms. The intuition behind PriLink is that
existing greedy algorithms (both centralized and distributed) focus
on the highest-weighted links in wireless networks, and other links
are discarded during the schedule computation. This led to the
hypothesis that a privacy-preserving link scheduling algorithm
that shares only the highest-weighted links can be designed. This
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has the privacy benefits that (1) the entire network topology is
not shared with a central server, and (2) devices share only links
required for computing the schedule hiding everything else from a
potential adversary. In this paper, we first describe a PriLink base
algorithm design that achieves an upperbound privacy performance
where devices only reveal one link, their highest-weighted link. We
show that this base algorithm is a lowerbound on link scheduling
performance as it misses certain links found by greedy benchmark
algorithms. Then, we discuss the design of a privacy tolerance-
based PriLink algorithm that incorporates the notion of a privacy-
scheduling tradeoff. This tradeoff enables the PriLink algorithm to
achieve link schedules close to those achieved by greedy benchmark
algorithms with execution times still shorter than the benchmark
algorithms, with a slight compromise in privacy protections.

The PriLink algorithm was evaluated using simulated wireless
networks that mimicked sparse and dense wireless networks and
several different wireless network sizes. A comparison with high-
performing greedy algorithms (Greedy Maximal Scheduling (GMS)
[12,13,19], Local Greedy Scheduling (LGS) [10, 14], and Distributed
Greedy Scheduling (DGS) [11]) was made in terms of the link
scheduling performance, execution times, and privacy protections
achieved by PriLink. We observe that the PriLink algorithm achieves
good scheduling performance. For small networks (e.g., 50 devices),
the link schedules obtained are about 3% lower than LGS (the best-
performing algorithm). For large networks (e.g., 250 devices), the
schedules are about 5% lower than LGS. The algorithm outperforms
DGS in all our simulations. The execution times for PriLink were
better than all evaluated benchmark algorithms indicating that the
algorithm can be utilized for real-time scheduling. Regarding pri-
vacy, we observed that PriLink could hide nearly 85% of all links
in small networks (e.g., 50 devices) and more than 95% in large
networks (e.g., 250 devices).

In summary, our contributions are as follows.

o We propose a novel link scheduling algorithm called PriLink
with built-in privacy protections. To our knowledge, the
PriLink algorithm is the first design of a privacy-preserving
link scheduling algorithm.

e We compare PriLink with high-performing benchmark algo-
rithms. PriLink approaches scheduling performances close
to greedy benchmark algorithms (e.g., GMS, LGS) and out-
performs some algorithms such as DGS. It executes faster
than the benchmark algorithms.

o The PriLink algorithm achieves significant privacy protec-
tions. We observed that it could hide nearly 85% of all links
in small networks (e.g., 50 devices) and more than 95% of
links in large networks (e.g., 250 devices).

The rest of this paper is organized as follows. Section 2 introduces
the most relevant related work. Section 3 briefly discusses back-
ground information about link scheduling and privacy concerns
with current greedy approaches. Section 4 details the intuitions and
design of our privacy-preserving PriLink base and privacy tolerance
algorithm. Section 5 presents the performance of our algorithms in
terms of link scheduling performance, execution time, and privacy
benefits. Section 6 discusses the limitations of our algorithm and
future research directions. Finally, we conclude in Section 7.

Anon.

2 RELATED WORK

In this section, we introduce the most relevant works to PriLink:
specifically literature on link scheduling algorithms for wireless
networks and literature on privacy in the wireless domain.

2.1 Link scheduling for wireless networks

A significant effort has been made to optimize wireless network
link scheduling algorithms. The earlier algorithms in the litera-
ture focused on graph theory and greedy approaches to compute
link schedules that approximated an optimal solution. Their focus
centered on improving throughput while ensuring the algorithms
operated in real-time. An optimal link schedule is infeasible since
it requires solving a maximum weighted independent set (MWIS)
problem, which is NP-Hard. More recently, the efforts have shifted
to Machine Learning, which aims to train models that can compute
better schedules than traditional greedy approaches. Most of these
link scheduling schemes fall into two categories: (i) centralized link
scheduling and (ii) distributed link scheduling. Next, we will focus
on a subset of centralized and distributed algorithms that are most
relevant to our work.

Centralized link scheduling schemes require a central server
(serving as a coordinator) to gather all the devices and their link
weight information. Using the link weights, this central server
computes the link schedule using deterministic or heuristic ap-
proaches [18, 28, 34]. In terms of greedy approaches, one example
of relevant work is Leconte et al. [19]. They implemented the Greedy
Maximal Scheduling (GMS) algorithm and demonstrated improved
bounds for computing link schedules. Their algorithm focuses on
only local neighborhood information within the network graph
instead of the entire graph. Focusing on local information yields
good throughput and execution times, enabling their algorithm
to compute schedules for wireless networks of any size in near
real-time. In terms of Machine Learning, there has been a focus
on Graph-based Deep Learning approaches such as Graph Neural
Networks (GNNs). One example of a centralized GNN-based system
is a paper by Zhao et al. [34]. They demonstrate that GNNs are
well-suited for heuristic solutions for link scheduling. The intuition
of their work is that training a GNN makes it possible to learn
topological information about a wireless network and use the infor-
mation for weighting links. They show that it is feasible to achieve
schedules that outperform traditional link scheduling algorithms
by incorporating topological information.

Unlike their centralized counterparts, distributed link scheduling
schemes are focused on enabling wireless devices to compute link
schedules on their own instead of relying on a central server. They
typically implement solutions where link schedules are obtained
through an iterative process consisting of rounds of local changes
between graph vertices and their neighbors [4, 16, 27]. Like central-
ized algorithms, this class of algorithms has also seen deterministic
and heuristic approaches in the literature. In terms of greedy ap-
proaches, multiple relevant distributed greedy algorithms such as
Local Greedy Scheduling (LGS), Local Greedy Scheduling Enhance-
ment (LGS-E), Local Greedy Scheduling with Two contention mini-
slots (LGS-Two), and Greedy Coloring have been proposed [14].
These algorithms are focused on building decentralized variations
of the centralized GMS algorithm while achieving schedules close to
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GMS. There are also ML-based distributed solutions published more
recently. For instance, Zhao et al. propose a distributed scheduling
MWIS solver using GNNs where a trainable GCN module can learn
node topology to improve the topological information of the graph
with good generalizability and a low increase in complexity [33].
The same group also proposed a delay-oriented distributed sched-
uler based on GCNs with deep Q learning, where the algorithm
is aware of the dependency between the current backlogs of the
network and the schedule of the previous time slot [35]. Joo et al.
propose a distributed greedy approximation to MWIS for schedul-
ing with fading channels, which has the throughput and the delay
close to the optimal max weight that solves MWIS at each time [11].
Another work Cui et al. proposes a Spatial Deep Learning approach
to compute interfering nodes during channel estimation and to
schedule links efficiently based on the geographic locations of the
transmitters and the receivers [3].

Our motivation for this effort aligns with the above-discussed
prior works in that our goal is also to generate efficient link sched-
ules that can be computed in real-time. At the same time, our ap-
proach differs significantly from prior works because our designed
algorithm is the only one, to the best of our knowledge, that takes
a privacy-preserving approach where devices only reveal the link
weights required by the algorithm to compute the best possible
schedule. In all the other cases, the implicit assumption is that the
algorithm knows the entire network topology regardless of whether
a centralized or decentralized approach is employed.

2.2 Privacy in wireless networks

In this section, we survey research efforts related to privacy in
wireless networks. To the best of our knowledge, there are no
works that focus on privacy in wireless link scheduling. As such,
our overview will focus on general techniques used for privacy
preservation in different domains of wireless networks.

Many research efforts have been devoted to preserving privacy
from malicious attackers in wireless networks by designing new
attack and defense mechanisms [30, 31]. Wang et al. proposed a
probabilistic source location privacy protection scheme for Wireless
Sensor Networks (WSNs). This work changes the packets’ trans-
mission directions by creating phantom nodes, fake sources, and
weights to reduce an adversary’s monitoring probability [29]. In
another work, Koh et al. developed an optimal privacy-enhancing
routing algorithm to prevent the inference of transmission routes.
They considered global adversaries with lossless and lossy observa-
tions, and their techniques use the Bayesian maximum-a-posteriori
estimation strategy to reduce the adversary’s detection probability
for WSNs [17]. Chakraborty et al. proposed a method for temporal
differential privacy in WSNs focused on preventing an adversary
from achieving extra information about the time of an event of a
particular node. They do so by delaying traffic trace at the nodes 2]
using differential privacy mechanisms.

Some research efforts have also adopted Machine Learning for
privacy in wireless networks. For instance, Mohamed et al. pro-
posed a privacy model for using federated learning over a wireless
channel by using user sampling and a wireless gradient aggrega-
tion scheme [22]. Liu et al. proposed a gated recurrent unit neural
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network algorithm for accurate traffic flow prediction while pre-
serving privacy. They combined a federated averaging algorithm
with a joint-announcement protocol in the aggregation mechanism
to improve privacy, keeping accuracy at a good level and decreasing
the communication overhead [20]. Kim et al. presented over-the-air
and broadcast adversarial attacks against deep learning to fool a
modulation classifier. They also designed a certified defense method
to reduce the impact of adversarial attacks on the modulation clas-
sifier performance [15]. Tang et al. proposed a privacy-preserving
federated learning system by protecting local gradients and global
models via efficient verification of local gradients. Their system
also defended against passive and active inference attacks without
incurring accuracy losses [26].

Our work differs significantly from the above in terms of motiva-
tion and methodology. First, our work focuses on link scheduling.
In contrast, the above works focus on other wireless domains, such
as protecting paths from a source to a destination, protecting the
occurrence of events, protecting federated learning gradients and
models, etc. Second, our notion of privacy is focused on reveal-
ing only relevant information required to compute a schedule. In
contrast, the above works provide privacy by adding information
(e.g., phantom nodes, temporal noise) to reduce the likelihood of an
attack by an adversary. In their case, the information is transmitted
in the system and is protected by specialized techniques. In our
case, we note that the possibility of a privacy attack is minimized
because the system does not transmit the information and is not
revealed to an adversary in any form.

3 BACKGROUND

In this section, we briefly introduce some background about the
existing state of link scheduling algorithms. In particular, we show-
case a typical scenario where link scheduling is employed, describe
the concept of a conflict graph used by many greedy link scheduling
algorithms, and describe the construction of a benchmark algorithm
called Local Greedy Scheduling (LGS) [14] as a representative of
greedy algorithms in the literature. Our description will focus on an
overview of the LGS algorithm to showcase the privacy concerns
and develop an intuition about our privacy-preserving algorithm.
We will then use the information from this section to describe our
algorithms in detail in Section 4.

3.1 Link scheduling for wireless networks

The goal of wireless link scheduling algorithms is to, given a wire-
less network, maximize the count and weights of links that can be
activated to transmit packets on a channel at any given moment.
The schedule must be defined to minimize the possibility of inter-
ference in the channel to avoid the scenario of devices needing to
retransmit packets. We note that link scheduling algorithms are
ideal when (1) other collision sensing protocols, such as CSMA/CA,
are unavailable, and (2) the wireless devices can transmit their
weights to a server/other nodes to compute the schedule.

The most optimal wireless link schedule that can be computed in
a wireless network would be a solution to the maximum weighted
independent set (MWIS) problem. MWIS focuses on finding an
independent set of the largest weights among all possible indepen-
dent solutions. Intuitively, such a solution is resource intensive
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Figure 1: An example multihop wireless network.

and considered to be NP-Hard. As a result, prior research efforts
have focused on greedy algorithms (e.g., Greedy Maximal Schedul-
ing, Local Greedy Scheduling, and Greedy Coloring) that compute
schedules that approximate MWIS solutions with execution times
nearing real-time performance.

While link scheduling algorithms can conceptually be applied
to various different topologies of wireless networks, it is more
well-suited to multihop wireless networks. For instance, a typical
small home Wi-Fi network is not well suited for link scheduling
since the algorithms can select only one link at a time to avoid
interference in the network. This defeats the purpose of using
link scheduling algorithms. As a result, our work will focus on
large multihop wireless networks that adopt orthogonal frequency-
division multiplexing (OFDM) where the channel is divided into
a set of orthogonal sub-channels and time slots. In this scenario,
multiple device transmissions at the same time slot may cause
interference in the wireless network that our privacy-preserving
link scheduling algorithm is designed to mitigate.

3.2 Contflict graphs

A conflict graph is a graph construction technique used in wireless
networks to define interference between network links. Using a
conflict graph simplifies link scheduling computation because once
a link has been selected for the schedule, all its neighboring links
can be ignored. This is because choosing any neighbor will cause
interference in the network.

To illustrate the construction of a conflict graph, we will consider
a simple multihop wireless network shown in Figure 1. We denote
this example wireless network as a graph G = (V, E). The vertices
V ={D1,Ds,..., D7} denote the set of all devices in the network.
The edges E= {L(Dl, Dz, Wl,z), L(Dl, D7, W1’7), ey L(D6, D7, W(,,7)}
denote links between the devices, where D; € V and Wik denotes
the weight of the link between devices D; and D. In the case of
our example network, some example weights are Wi 2 = 8, Wy 7 = 4,
and Ws 7 = 7. We note that the choice of weight is determined based
on the scheduling requirements of the network.

A conflict graph G¢ = (V¢, Ec) can be easily derived from the
network graph G. Here, the vertices V¢ are simply the edges E of
the network graph. If we represent V- as {Vl’z, VCI,’7, el Vg’7 }, then
some example vertices for our example wireless network are VCI’2 =

L(Dy, D, Wi 2), V2" = L(Dy, D7, Wy 7), and V2" = L(Dg, Dy, We7).
The edges Ec now denote interference between the vertices. In our

Anon.

L(D1,D2) L(D2,D3) L(D3,D4)

8 3 2

L(D,D7), 4 0w —— 2
L(D2,D4) L(D4,D5)
Lpep7. 7 —————— 9 L(D5,D6)

Figure 2: Conflict graph constructed for the example wireless
network shown in Figure 1.

example network, some example edges associated with vertex Vcl’2
are I(Vl’z, VC1’7), I(Vl’z, VC2’3), and I(Vl’z, VCZ,A), where I denotes
interference between two vertices. Visually, Figure 2 shows the
conflict graph constructed for the wireless network in Figure 1.
In simple words, if a link between devices Dy and D; is activated,
then the links between devices D and D7, devices Dy and D3, and
devices D, and D4 should not be activated. Activating either of
those links will cause interference in the network, violating link
scheduling constraints.

3.3 Privacy concerns with existing algorithms

This section will provide an overview of the Local Greedy Sched-
uling (LGS) algorithm to (1) represent how traditional greedy link
scheduling algorithms function and (2) develop an intuition of the
privacy concerns associated with traditional algorithms. Our choice
of the LGS algorithm is driven by the fact that the distributed algo-
rithm has been shown to output schedules that approach MWIS by
prior research efforts [34].

Local Greedy Algorithm Overview: The LGS algorithm uses the
conflict graph G¢ = (V, E¢). Let v denote the set of all devices that
have been visited. The first step in the algorithm is to identify a set
of devices r that are remaining (not visited). We note that r = Vo
in the first iteration of the algorithm. The set r is sorted by weights
in the next step, and the maximum weighted vertex is chosen as
part of the schedule. In our example network, the algorithm would
choose VCZ’4 = L(Dg, D4, Wy 4) since its weight Wa 4 is the highest
weight at 10. The algorithm would then mark the vertex and its
neighbors as visited in set v. In our example network, the set v
would contain {V2’4, Vcl,’z, VCZ,’3, Vc3’4, Vé’s} after the first iteration.
After each iteration, the set r is updated with the remaining devices
(r = r —v), sorted by weight, and the maximum weighted vertex is
selected for the schedule. This process continues till no devices are
remaining. In our example network, the algorithm would choose
vertex VCS’6 for the schedule in the second iteration since the vertex
has the highest weight at 9 among the remaining devices. The
algorithm will also set v as {V2’4, Vcl,’z, VCZ,’S, Vg’4, Vé’s, Vg’6, Vg’7}

and r as {VC1’7} after the second iteration. Since only the vertex
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VCI’7 remains in r after the second iteration, it is selected by the
algorithm in the third iteration completing the final schedule. As
a result, the final schedule is computed as [VC2’4, Vg’6, VC1’7] (ie.,
[L(D2, D4, 10), L(Ds, D¢, 9), L(D1, D7,4)]) with a total weight of 23.
In Section 4, we will demonstrate that the same results can be
obtained in a privacy-preserving manner using our design and
implementation of the PriLink algorithm.

Privacy Concerns: The current link scheduling algorithms have not
been designed with privacy in mind. Using the LGS algorithm as an
example, we can observe that the algorithm requires the traversal
of all the graph vertices to compute the link schedule. In fact, all
other greedy algorithms we analyzed during our research required
knowledge of the entire graph to calculate the schedule (e.g., Greedy
Maximal, Distributed Greedy, Color Greedy). This is undesirable
from a privacy perspective since knowledge of the entire wireless
network can be abused by any adversary.

In a centralized system, the threat is an honest-but-curious cen-
tral server. This adversary computes the correct schedule but is
interested in learning about the wireless network topology, the
devices in the network, and their transmission characteristics. In
centralized link scheduling, we note that this adversary may not
even be part of the wireless network and can be at a remote location.
A suitable example would be the deployment of link scheduling in
an adversarial scenario, such as a battlefield. In such a scenario, if a
central server (e.g., a 5G gNodeB base station) is used and cannot be
trusted, then the leakage of the wireless topology and the devices’
transmissions can potentially result in the loss of life and the battle.
We believe privacy is vital in such scenarios and warrant using
privacy-preserving algorithms like PriLink.

In a distributed system, the threat is any device participating in
the wireless network. Since each device in the network knows the
wireless topology, an adversarial device can abuse the information.
A simple example could be a device aiming to disrupt network
communications. Such an adversary can position themselves where
they can cause significant interference within the network. After
this, if the adversary’s device is selected for transmission, they
may decide to transmit or not transmit. In any case, they manage
to degrade the throughput and efficiency of the wireless network
with their attack. Another advantage for the adversary is low de-
tection of the attack since they follow the protocols defined by the
wireless network instead of sending unexpected packets. A privacy-
preserving algorithm like PriLink will reduce the likelihood of an
attack (although it is still possible) since the adversary will not be
aware of the network’s topology and cannot position themselves
for maximum network degradation.

4 PRILINK: PRIVACY-PRESERVING GREEDY
LINK SCHEDULING ALGORITHM DESIGN

This section describes the system model and design of the PriLink
privacy-preserving link scheduling algorithm. Section 4.1 discusses
the system model and our assumptions about the wireless network.
Section 4.2 describes the capabilities of adversaries that our algo-
rithm is designed to protect. In Section 4.3, we describe a base
PriLink algorithm in detail. The goal of the section is to introduce
a simplified version of the algorithm that provides upperbound
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privacy and lowerbound link scheduling performance of our algo-
rithm. Section 4.4 describes a tolerance-based PriLink algorithm
that accepts a tolerance value to incorporate a privacy-scheduling
tradeoff in the algorithm.

4.1 System Model and Assumptions

The PriLink algorithm can replace existing greedy link scheduling
algorithms as a drop-in replacement. It can be used with multi-
hop wireless networks where the privacy of the wireless network
topology and the devices’ transmission characteristics is vital (see
Section 3.3 for examples). We assume dynamic multihop wireless
networks where the topology changes over time, requiring real-
time link schedule computation. Even though we assume dynamic
networks, we note that our algorithm can yield similar performance
in static networks. The choice of dynamic networks showcases mod-
ern and dynamic infrastructures that evolve continually. We do note
that our algorithm’s privacy guarantees are somewhat weakened
in static networks since an adversary continually monitoring the
schedules can infer the topology over time. This is not the case in
dynamic networks, where an adversary cannot infer the topology
at any instant when our PriLink algorithm is utilized. The link
schedule can be computed by a central server in a centralized setup.
The schedule can also be distributed, where devices can broadcast
their links, and each computes its schedule. We note that a central-
ized setup is better as it requires less network traffic; i.e., devices
need only transmit their weights to a single server rather than
other network devices, and it can also better protect the privacy of
the devices from other devices in the network. As such, all further
discussions will focus on centralized link scheduling with a central
server computing the schedules.

4.2 Adversary Model

We assume an adversary that is honest-but-curious. Since we as-
sume a centralized system, the adversary is a central server that
receives the input link weight information from the network de-
vices and outputs an efficient link schedule corresponding to the
received inputs. As the adversary is honest, we assume that the
schedule will be calculated correctly. As a result, our algorithm does
not focus on protecting the link information that is transmitted to
the server. As the adversary is also curious, the algorithm limits
the link weight information received by the server to only those
required to compute the schedule. This way, the algorithm prevents
the adversary from inferring the wireless network topology and
the devices’ transmission characteristics.

4.3 PriLink Base Algorithm

Our intuition for PriLink was derived from the observation that
existing greedy link scheduling algorithms focus on finding the
highest-weighed link in every neighborhood, ignoring all the other
links. This makes intuitive sense since the goal is to find a set of
links within the wireless network that maximizes the schedule’s
total weight among all possible link schedules. This observation
drove us to experiment with an algorithm where the devices only
share their highest weighted link and hide all the other links from a
central server. We hypothesized that the server would still be able
to compute the schedule. However, this schedule may not approach
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Figure 3: Breaking down the wireless network graph in Fig-
ure 1into small per-device graphs. Each device in the network
maintains its link weight information.

Algorithm 1 PriLink Base Algorithm

1: Input: devices « {D1,Da,...,Dn}
2: Output: schedule «— []

3: links «— 0

: visited «— ()

'S

: for all D; € devices do

receive msg(m = D, Dj, W,J)
links « links U {m}

: end for

> Dj = max E(D;)

® N W

9: sorted_links « sort(links)

10: for all (D;, Dj, W; ;) € sorted_links do
11: if |(D; € visited || D; € visited) then

12: schedule < schedule + [(Dj, Dj, W; j)]
13: visited < visited U {Dj, D}

14: end if

15: end for

the performance of traditional greedy algorithms such as the Lo-
cal Greedy Scheduling (LGS) algorithm. The resulting algorithm
from our experiment is shown in Algorithm 1. We note that this
algorithm serves as a baseline for PriLink. The reason is that since
every device is sharing just one link, we achieve an upperbound on
privacy benefits and a lowerbound on link scheduling performance.
Revealing at least one link per device is an unavoidable privacy
leakage since a central server cannot perform any computations
without this information. The maximum weighted device is also
necessary to determine which link is selected so the server does
not select another link with the same device. In Section 4.4, we will
describe an extended algorithm that uses a privacy tolerance value
to improve the scheduling performance that approaches existing
greedy algorithms’ performance with a slight compromise in pri-
vacy. The evaluation results for both algorithms (base and privacy
tolerance) are reported in Section 5.

The PriLink base algorithm (Algorithm 1) is described below.

Anon.

Setup: We will describe the setup required for our algorithm us-
ing the example wireless network from Figure 1. Given that our
algorithm’s primary goal is privacy, we note that the entire graph
is never shared with the server. Instead, in our setup, each device
maintains its own network state. This decentralization ensures
that the devices can restrict access to most of their transmission
characteristics and reveal only what the server requires to com-
pute the link schedule. A complete decentralization of the net-
work topology from Figure 1 is shown in Figure 3. We can observe
that in the figure, device D1 maintains a graph Gp, = (Vp,, Ep,).
The vertices comprise the device and its neighbors, ie., Vp, =
{D1, D3, D7}. The edges only connect the device with its neigh-
bors, Ep, = {L(D1, D2, Wi2), L(D1, D7, W1,7)}. Similarly, a device
D3 maintain the graph Gp, = (Vp,, Ep,) comprising vertices Vp, =
{Dz, D3, D4} and edges ED3 = {L(Dz, D3, Wz,g), L(D3, D4, ‘/\/73,4)}.
Similarly, all other devices Dy, Dy, Ds, D¢, and D7 maintain their
own graphs to control their privacy.

Step 1: The first step of the algorithm corresponds to lines 5-8 in
Algorithm 1. In this step, each device from the network shares the
following link weight information with the server - (D;, Dj, W ;)
(lines 5 and 6). Here, D; is the source device. D; is a neighbor of
D; such that weight Wj ; is the maximum weight in the graph Gp,.
To illustrate with an example, consider the graphs for devices D;
and D3 in Figure 3. The device Dy will share the link (D1, Dy, 8)
with the server since the maximum weight in the graph Gp, is 8
with device Dy. Similarly, D3 will share the link (Dy, D3, 3) since
the maximum weight in the graph Gp, is 3 with D;. The server
will add these links to a set called links (line 7) which will be used
in the next steps to compute the final schedule.

Step 2: This step of the algorithm corresponds to line 9 in Algo-
rithm 1. In this step, the algorithm sorts all the links available in
the set links and stores them in a new list called sorted_links. Note
that the sorting step arranges all the links such that the highest-
weighted links are at the top and the lowest-weighted ones at the
bottom. For the setup in Figure 3, the result after the sorting step
is shown in Figure 4. This step is beneficial since it enables the
algorithm to select the highest-weighted links first by traversing
the sorted list of links.

Step 3: This algorithm step corresponds to lines 10-15 in Algorithm
1. In this step, the algorithm iterates over all the sorted links (line
10), ignores links that can cause interference in the network given
the current schedule (line 11), adds non-interfering links to the
schedule (line 12), and then adds the non-interfering links to the
set of visited devices (line 13). We will illustrate these steps using
the sorted list of links from Figure 4. The algorithm will have seven
iterations since seven network devices share one link each.
Iteration 1: The algorithm returns true for line 11 during this iter-
ation since no visited devices exist. It adds the link (D, D4, 10)
to the list containing the schedule in line 12, i.e., schedule <«
[L(D2, D4, 10)]. It updates the visited set with Dy and D4 in line
13, i.e., visited < {D3, D4}. The outputs of the first iteration are
shown in Figure 5.

Iteration 2: The algorithm returns false for line 11 since both Dy
and D; are visited. All other operations are skipped.

Iteration 3: The algorithm returns true for line 11 during this itera-
tion since both D5 and Dg are not visited. It adds the link (Ds, D¢, 9)
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DI — D28) D2 —> D4(10)
D2 — D4(10) D4 —> D2(10)
D3 — D23) D5 —> D6(9)
D4 —* D2(10) D6 —> D5(9)
D5 — D6(Y) DI —> D2(8)
D6 — D5(Y) D7 —> D§(7)
D7 — D&(7) D3 —> D23)

Figure 4: PriLink Algorithm Step 2 - Sorting of network de-
vices by weight.

D2 —> D4(10)
D4 —> D2(10)

Current Schedule

D5 —> D6(9) b2
*D2 —» D4(10)

D6 —> D5(9) D4

DI —> D2(8)

D7 —> D6(7)

D3 — D2(3)

Figure 5: PriLink Algorithm Step 3 - Schedule after the first
iteration.

D2 —> D4(10) Current Schedule -
D4 —> D2(10)

D5 —>  D6(9) *D2 —» D4(10) D2
D6 —> D5(9) D4
D1 —> D2(8) *D5 —» D6(9) D5
D7 —> D&(7) D6

D3 —> D23)

Figure 6: Final link schedule calculated by the PriLink Base
Algorithm.

to the list containing the schedule in line 12, ie., schedule «
[L(Dg2, D4, 10), L(Ds, Dg, 9)]. It updates the visited set with D5 and
Dg in line 13, i.e., visited « {Do, Dy, D5, D¢ }.

Iterations 4 - 7: The algorithm returns false for line 11 for all these
iterations, and all other operations are skipped. In iteration 4, both
D¢ and D5 are visited. In iteration 5, device D» is visited. In it-
eration 6, device Dg is visited. In iteration 7, device Dy is vis-
ited. The link schedule is finalized at this point as schedule «
[L(Dg2, D4, 10), L(Ds, D¢, 9)]. The outputs of the final iteration are
shown in Figure 6.
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Algorithm 2 PriLink Privacy Tolerance Algorithm

1: Inputs: devices <« {D1, Dy, ...,Dn}, tolerance (1) € R

2: Output: schedule « ||

3: remain «— copy(devices)
4: visited «— 0

5. forall t < 0 to 7 do

6: links «— 0

7: for all D; € remain do

8: receive msg(m = D;, Dj, W; j) > Dj = sort(E(D;))[t]
9 links « links U {m}

10: end for

11: sorted_links « sort(links)

12: for all (D;, Dj, W ;) € sorted_links do

13: if !(D; € visited || Dj € visited) then

14: schedule « schedule + [(D;, Dj, W; j)]
15: visited « visited U {D;, D}

16: end if

17: end for

18: remain < remain — visited

19: end for

Recall that we had previously described this PriLink algorithm
as a baseline that provides an upperbound on privacy benefits and
a lowerbound on link scheduling performance. In our example
wireless topology from Figure 1, we observe that the server sees 5
unique links because links L(Dj, D4, 10) and L(D4, D2, 10) are the
same, and so are links L(Ds, D¢, 9) and L(Dg, D5, 9). Even in a small
graph with 8 links, about 3 links are not disclosed to an adversary.
Section 5 shows that a large network can hide more than 95% of its
links using the PriLink algorithm.

The PriLink base algorithm also provides a lowerbound of link
scheduling performance. Comparing the algorithm’s schedule (i.e.,
[L(D2, Dy, 10), L(Ds, D¢, 9)]) for the example network from Figure 1
with LGS schedule (i.e., [L(D2, D4, 10), L(Ds, D¢, 9), L(D1, D7,4)]),
we observe that the base algorithm computes a suboptimal sched-
ule missing the link L(D1, D7,4). The problem occurs because the
algorithm does not select the highest weighted links for D (i.e.,
(D1, D2, 8))and D7 (i.e., (D7, D¢, 7)) as D2 and Dy are already visited.
The missing link (D1, D7, 4) is never transmitted. If D1 and Dy are
able to retransmit their second-highest-weighted links (D1, D7, 4)
and (D7, D1, 4), the algorithm will now be able to select this missing
link in the next iteration. This limitation of the PriLink base algo-
rithm is solved using the privacy tolerance algorithm (described
next) that enables devices not yet part of the schedule to retransmit
another link which may get selected by the algorithm.

4.4 PriLink Privacy Tolerance Algorithm

The PriLink privacy tolerance algorithm is shown in Algorithm 2.
A large section of the algorithm (lines 6 - 17) is similar to Algo-
rithm 1. Here, we will only focus on the differences between the
two algorithms. The privacy tolerance algorithm now accepts a tol-
erance value 7 € R as an input parameter (line 1). This 7 parameter
specifies the maximum count of links that devices can expose to
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D2 —> D4(i0)

D4 —> D2(10) *D2 —» D4(10) D2
D5 —> D6@) D4 @
D6 —>  D5@) *D5 —» D6(9) D5

D1 —> D2g) D6
D7 —> D6(7)

D3 — D23)

Tolerance (2) Schedule

*D2 —» D4(10)
*D5 —»> D6(9)

*DI |—> | D7(4)

Figure 7: Final link schedule calculated by the PriLink Pri-
vacy Tolerance Algorithm.

the algorithm and can be adjusted based on the privacy require-
ments of the wireless network. Line 3 of the algorithm initializes
a new set called remain that tracks the devices not scheduled in a
previous iteration. In the first iteration, remain is set to all devices
in the network to ensure that all are traversed at least once. Line
5 of the algorithm creates a new loop ¢ from index 0 to 7 — 1. The
loop ensures the algorithm does not request more links than the
specified privacy tolerance value. At the end of each iteration of the
loop in line 18, the set remain is updated only to use unscheduled
devices for the next iteration of line 5. Another difference between
Algorithms 1 and 2 is line 8, where the devices now send their
link information based on the index value ¢. For example, if t = 0,
the devices will send their highest-weighted link information. At
t = 1, the devices will now send their second-highest-weighted link
information if one is available, and so on. We note that some edge
cases are not shown in Algorithm 2 for brevity. One example is that
the algorithm terminates early (i.e., t < 7 — 1) if remain contains
only one or no devices so that devices do not send more links than
what is required to compute the schedule.

We will now apply the PriLink privacy tolerance algorithm on
the example wireless network from Figure 1. The first loop of the al-
gorithm, t = 0, functions the same as Algorithm 1 and produces the
output shown in Figure 6. At this point, observe that schedule <
[L(Dy, D4, 10), L(Ds, D¢, 9)] and visited < {D2, D4, D5, Dg}. The
set remain at the end of this loop will now contain {Dy, D3, D7}
This state is visually shown in the top half of Figure 7. The next
loop t = 1 at line 5 will request the second-highest-weighted
link from Dy, D3, and Dy at line 8. These links will be (D1, D7, 4),
(D3, D4,2) and (D7, D1, 4). At the end of this loop, we will have
schedule « [L(D3, D4, 10),L(Ds, D¢, 9), L(D1, D7,4)], visited «—
{Da, D4, Ds, D¢, D1, D7}, and remain < {Ds}. Recall that the algo-
rithm terminates when one or zero devices remain, which is the case
now. Therefore, the final schedule is [L(D2, Dy, 10), L(Ds, D, 9), L(
D1, Dy7,4)] which is the same result obtained using the Local Greedy
Scheduling algorithm. This schedule is visually shown in the bottom
half of Figure 7. This example illustrates how the privacy tolerance

Anon.

Table 1: Wireless networks simulation parameters.

Methodology
Graph sizes
Probabilities (P)
Number of runs

Random topologies using ER model
[10, 50, 90, 130, 170, 210, 250]

[0.2,0.8]

250 runs per graph size and probability

Table 2: Benchmark algorithms.

1. Greedy Maximal Scheduling (GMS)
2. Local Greedy Scheduling (LGS)
3. Distributed Greedy Scheduling (DGS)

value can improve the link scheduling performance approaching
the performance of greedy benchmark algorithms.

5 PERFORMANCE EVALUATION

This section describes the wireless network simulation methodol-
ogy and parameters, the performance metrics, and the results of
the evaluation of our PriLink algorithms compared with existing
high-performing benchmark greedy algorithms.

5.1 Wireless Network Simulation Methodology

Multiple wireless networks were generated using simulations, en-
abling us to test the performance of our algorithms using random
but realistic topologies. These random wireless networks were gen-
erated using the Erd6s—Rényi (ER) [6] model. In the ER model,
given a count of nodes n and a probability p, a network graph is
constructed by connecting n nodes randomly with probability p
independent of other edges. Other works have also previously used
the ER model for assessing link scheduling performance [33, 34].

Simulation parameters: Table 1 shows the parameters used for
the simulation. In this work, we have evaluated our algorithms
using multiple graph sizes ranging from small graphs of 10 devices
to large graphs of 250 devices. Many other graph sizes between 10
and 250 are also considered to assess the effect of different graph
sizes, as shown in the table. The ER model probabilities are chosen
as 0.2 and 0.8. Here, a probability of 0.2 will enable us to assess
the performance of our algorithms on sparse graphs. On the other
hand, a probability of 0.8 will help us evaluate the performance
on dense graphs. For each graph size and probability pair (e.g.,
(10,0.2), (130, 0.8), (210,0.2)), we generate 250 graphs and run our
algorithms and benchmarks for each graph.

Benchmark algorithms: Table 2 shows the greedy benchmark
algorithms used for the evaluation. These algorithms were chosen
because they demonstrated high-scheduling performance and low
execution times. We do not evaluate specific greedy algorithms
if their (1) link scheduling performance is lower than selected al-
gorithms and (2) the execution time is relatively high. One such
algorithm is Color Greedy Scheduling [14] which underperforms
compared to Local Greedy Scheduling (LGS) and has a worst-case
complexity of O(K * E), where K is the count of broadcast messages
and E are the graph edges. Similarly, ML-based works were not
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chosen as they require high training time and are not well-suited
for real-time execution on dynamic wireless networks.

(1) Maximum Weighted Independent Set (MWIS) [18, 28]: This
is the upperbound of link scheduling performance. MWIS is
not implemented as the problem is NP-Hard and infeasible
to evaluate for experiments with many runs.

(2) Greedy Maximal Scheduling (GMS) [12, 19]: GMS is a cen-
tralized greedy algorithm with link scheduling performance
that approximates MWIS. The algorithm is centralized as it
requires global knowledge of link weights.

(3) Local Greedy Scheduling (LGS): LGS is a distributed greedy
algorithm with link scheduling performance very similar
to GMS. The algorithm uses only local neighborhood infor-
mation and can be computed simultaneously by multiple
devices on a network.

(4) Distributed Greedy Scheduling (DGS): DGS is another dis-
tributed greedy algorithm with good link scheduling per-
formance. It is not as accurate as LGS but provides faster
computation as the algorithm can be parallelized.

5.2 Performance Metrics

The following metrics were used to measure the performance of
the PriLink algorithms compared with high-performance greedy
benchmark algorithms.

e Link Scheduling Performance: We measure the link
scheduling performance as the total weight of the links that
are selected by an algorithm for the schedule, in comparison
to the total weight of the schedule of the best performing
greedy benchmark algorithm - the Local Greedy Schedul-
ing (LGS). The performance is measured as a percentage
value for ease of display. If W, is the total weight of the
schedule computed by an algorithm under test and W is
the total weight computed by LGS, then the performance
is measured as 7 * 100.

e Execution time: We measure the execution time of PriLink
as the time taken by the algorithms (compared with Local
Greedy) to compute the final schedule given the list of
devices and a privacy tolerance value as inputs. In other
benchmark algorithms, the execution time is measured from
when the algorithm receives a graph as input and starts
computing the schedule.

e Privacy Cost: We define privacy cost as the count of
unique links disclosed by wireless devices compared to
the total links in the wireless network. If N denotes the
total links in a network and Ny denotes the count of links
disclosed to the algorithm, then the privacy cost is measured
as % *100. We note that, except for PriLink, all benchmark
algorithms in our set have a privacy cost value of 100% for
every run as the entire network topology and link weights
information is shared with the algorithm.

5.3 Evaluation Results

This section will report the results obtained for the evaluation
of the simulations using the methodology from Section 5.1 and
the metrics from Section 5.2. The scheduling performance results
are reported in Section 5.3.1. The execution times are reported
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Figure 8: Link scheduling performance of PriLink compared
with benchmark algorithms for sparse networks (P = 0.2).
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Figure 9: Link scheduling performance of PriLink compared
with benchmark algorithms for dense networks (P = 0.8).

in Section 5.3.2. The privacy costs results are then reported in
Section 5.3.3. Finally, the impact of privacy tolerance values on the
scheduling performance is reported in Section 5.3.4.

5.3.1 Link Scheduling Performance Evaluation Results. This eval-
uation focuses on measuring the link scheduling performance of
PriLink as compared to existing greedy algorithms specified in Sec-
tion 5.1. Measuring this metric is essential since prior research in
link scheduling has primarily focused on improving this metric.
Intuitively, a privacy-preserving algorithm is most beneficial if it
provides good link scheduling performance comparable to prior
algorithms from the literature.

Figure 8 shows the performance of the PriLink base and PriLink
privacy tolerance algorithms for sparse networks (P = 0.2), as com-
pared to Local Greedy Scheduling (LGS), Greedy Maximal Schedul-
ing (GMS), and Distributed Greedy Scheduling (DGS). The graph
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sizes range from 10 to 250 in increments of 40, and the number of
runs per graph size is set to 250 (see Table 1 for parameters). For
the PriLink tolerance algorithm, we chose a privacy tolerance value
of 10 as our privacy costs evaluation (see Section 5.3.3) showed
that the privacy leakage is only slightly higher than the PriLink
base algorithm with less than a 1% difference in disclosed links
for a graph size of 250 devices. The figure shows that LGS (blue)
and GMS (orange) are very similar in link scheduling performance,
with less than 0.1% difference between the two algorithms. We use
LGS as the reference point as manual analysis indicated that it
produces schedules that are just slightly higher than GMS for our
simulations. The figure shows that the PriLink base algorithm is
ineffective at obtaining link schedules close to the benchmarks for
large graphs. The average link scheduling performance is about
98% of LGS for a graph size of 10 but degrades significantly with a
larger graph size of 50 with a performance of about 86% of LGS. The
performance further degrades with a graph size of 250, about 76%
of the LGS performance. On the other hand, the PriLink tolerance
algorithm with a tolerance value of 10 shows performance that
approaches LGS. The tolerance algorithm’s performance is about
99% of LGS for a graph size of 50 and about 97% for a larger graph
size of 250. In all cases, it outperforms the DGS algorithm indicating
that our algorithm outputs schedules that are more efficient than
some well-cited greedy algorithms.

Figure 9 shows the performance of the PriLink base and PriLink
privacy tolerance algorithms compared with LGS, GMS, and DGS
for dense networks (P = 0.8). The link scheduling performance
of the PriLink privacy tolerance algorithm for dense networks
shows a slight degradation in performance respective to sparse
networks. For instance, for a graph size of 50, the average scheduling
performance degrades from 99% of LGS in sparse networks to about
97% of LGS in dense networks. The effect is more pronounced in a
graph size of 250, where the average link scheduling performance
reduces from 97% of LGS in sparse graphs to about 94.5% of LGS
in dense graphs. Despite this, the performance is close to DGS. It
indicates that the algorithm is still quite efficient and can be used
for real-world link scheduling scenarios where the privacy of the
network topology and link weights is important.

5.3.2  Execution Times Evaluation Results. This evaluation mea-
sures the execution time of PriLink as compared with the Lo-
cal Greedy Scheduling (LGS), Greedy Maximal Scheduling (GMS),
and Distributed Greedy Scheduling (DGS) algorithms. The goal
is to evaluate whether PriLink can be used for real-time privacy-
preserving link scheduling in dynamic multihop wireless networks.
If 7 denotes the privacy tolerance value and n denotes the total
count of devices in a wireless network, then the worst-case time
complexity of the PriLink privacy tolerance algorithm is O(znlogn)
as shown in Algorithm 2. We note that the execution time is low
since 7 and n comprise small numbers that can be computed effi-
ciently on modern systems.

Figures 10 and 11 show the average execution time of the PriLink
algorithms compared with the benchmark algorithms. These execu-
tion times were derived from the same experiment discussed during
the link scheduling performance evaluation. For this execution time
evaluation, we again use the baseline as LGS and compare each
algorithm’s time as a percentage value with respect to the LGS time.
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Figure 10: Execution time comparison between PriLink and
benchmark algorithms for sparse networks (P = 0.2).
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Figure 11: Execution time comparison between PriLink and
benchmark algorithms for dense networks (P = 0.8).

Using the percentage value simplifies comparison since algorithms
like LGS are quadratic, and plotting their link schedules directly will
result in severe deviations between algorithms that differ in time
complexities. We also acknowledge that the implementations of
LGS and DGS are centralized! even though they can be parallelized.
This helps test their performance in a centralized setting like the
one we defined in Section 4.1.

Analyzing the figures, we observe that the PriLink algorithms
(both base and privacy tolerance) outperform all other benchmark
algorithms. The LGS algorithm is the slowest among all benchmark
algorithms. On the other hand, the centralized GMS algorithm is
quite efficient for link scheduling computations. We also observe
that the PriLink privacy tolerance algorithm is almost similar in
execution time to the PriLink base algorithm. One primary reason

!Source code for LGS, GMS, and DGS were implemented by [33] and available at
https://github.com/zhongyuanzhao/distgen
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is that, even with high tolerance values, only a small percentage
of devices transmit their second, third, or higher weighted links.
For example, in a graph size of 250, about 75%-80% of devices send
just one link - their highest weighted link. As such, the number
of devices and links executed by Algorithm 2 in the second or
higher loop is low, adding minimal additional computation. Our
results indicate that the PriLink privacy tolerance algorithm with
a tolerance value 10 can compute link schedules very efficiently,
averaging about 0.2 seconds for a graph size of 250. These tests
were performed on a Dell Latitude desktop with 16 CPUs, 16 GB
RAM, and Intel Core I7 processors. For small graph sizes 10 and
50, the average execution times are almost instantaneous at 0.0005
seconds and 0.0065 seconds, respectively.

5.3.3  Privacy Costs Evaluation Results. This evaluation measures
the impact of the privacy tolerance values on the privacy costs in
the PriLink algorithm, for different graph sizes and densities. As
noted earlier, a lower privacy cost indicates higher privacy benefits
since devices can hide more information from a central server. We
do not evaluate this metric for other greedy benchmark algorithms
because the privacy costs with other algorithms are always 100% as
they need the entire wireless topology and link weights information
to calculate the link schedule.

Figure 12 shows the average privacy costs associated with the
PriLink base and privacy tolerance algorithms, using the probabil-
ity P = 0.2 denoting sparse wireless networks. For this evaluation,
we chose five different values for the PriLink privacy tolerance
algorithm (2, 4, 6, 8, and 10) to show the impact on privacy costs
for these values. All other simulation parameters were the same,
as shown in Table 1. In addition, we chose the PriLink base algo-
rithm to show the lowerbound on privacy costs and upperbound
on privacy benefits. Note that the PriLink base algorithm is essen-
tially the same as the PriLink privacy tolerance algorithm with a
tolerance value of 1. Returning to the figure, observe that the lower
percentage of disclosed links means the same as lower privacy costs
since the privacy cost measures the percentage of disclosed links
out of the total links. We can see that the PriLink base results out-
perform all other tolerance results for privacy costs. However, the
privacy tolerance results also exhibit low privacy costs indicating
that the privacy benefits of the algorithm uphold even when large
tolerance values are used. For example, considering the graph size
of 250, the difference in privacy costs between tolerance value 1
(base) and tolerance value 10 is less than 1%, which is minor privacy
leakage considering the scheduling performance gains we observed
in Section 5.3.1. Also, the privacy costs reduce significantly for
large graph sizes compared to small graphs. For example, using
the tolerance value of 10, we can see that the privacy costs for a
small graph of size 10 are almost 56%. However, this cost reduces
significantly to 15% for a graph size of 50 and becomes even lower
than 5% for a larger graph size of 250.

Figure 13 shows the privacy costs for the probability P = 0.8
denoting dense wireless networks. All other simulation parameters
are the same, as shown in Table 1. We see that the privacy costs are
even lower for dense networks, signifying the high privacy benefits
of using the PriLink algorithm for dense networks. For example, the
privacy costs for a graph size of 10 in sparse networks was about
56% which was reduced significantly to 20% in dense networks.
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Figure 12: Impact of different privacy tolerance values on
privacy protections using the PriLink algorithm for sparse
networks (P = 0.2).
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Figure 13: Impact of different privacy tolerance values on
privacy protections using the PriLink algorithm for dense
networks (P = 0.8).

The results are even more pronounced for large graph size 250,
where the privacy costs are 5% for sparse networks and reduced to
only about 1% for dense networks. These results validate that the
PriLink algorithm is a viable alternative to the greedy benchmarks
when privacy protection of the wireless network topology and link
weights is an important objective.

5.3.4 Impact of Privacy Tolerance Values. This section aims to ana-
lyze the impact of privacy tolerance values on the link scheduling
performance of PriLink. Recall that in Section 5.3.1, we showed that
the PriLink base algorithm’s scheduling performance is subopti-
mal. We also showed that the PriLink privacy tolerance algorithm
with a tolerance value of 10 reported results that approached the
performance of the Local Greedy Scheduling algorithm.
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Figure 14: Impact of different privacy tolerance values on
link scheduling performance using the PriLink algorithm
for sparse networks (P = 0.2).
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Figure 15: Impact of different privacy tolerance values on
link scheduling performance using the PriLink algorithm
for dense networks (P = 0.8).

Figures 14 and 15 show the setup and results of our evaluation
of the impact of privacy tolerance on link scheduling performance
for sparse (P = 0.2) and dense networks (P = 0.8), respectively.
For this evaluation, we chose the privacy tolerance values of 2, 4,
6, 8, and 10 to demonstrate the impact on the scheduling perfor-
mance from these tolerance values. We also use these values to
identify whether the results converge at a specific privacy toler-
ance. Additionally, we chose the PriLink base algorithm as it serves
as the lowerbound of scheduling performance for PriLink. We ran
the evaluation using the same simulation settings as all previous
experiments, as shown in Table 1. Analyzing Figures 14 and 15,
we see the expected result that the scheduling performance for
both sparse and dense networks improves as the tolerance values
increases. This is because the algorithm gets access to a higher
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count of links, enabling it to compute more efficient schedules. We
also see that the improvement is significant for lower tolerance
values (e.g., 1, 2, and 4) and then diminishes for higher values (e.g.,
6, 8, and 10). The reason for this is that the number of unscheduled
devices significantly decreases with each loop, and this causes the
algorithm to identify a lower count of potential links to schedule at
higher tolerance values. Even though the algorithm performance
may improve further if we keep increasing the privacy tolerance
values, we ran all our experiments with a value of 10 as it provided
a good balance of scheduling performance and privacy protection.
We note that identifying an ideal privacy threshold value is outside
the scope of this work since it will depend on the scenario of the
wireless network and its privacy requirements.

6 LIMITATIONS & FUTURE WORK

To our knowledge, the focus on privacy protection in the PriLink
algorithm limits the usage of the algorithm in one scenario where
greedy link scheduling algorithms have recently been utilized. For
example, one recent effort [33] on Graph Neural Networks (GNNs)
for link scheduling utilizes the Local Greedy Scheduling algorithm
to train a model for learning the topological weights of links in
the network. Our PriLink algorithm cannot be substituted in this
scenario for privacy protection because our algorithm does not
use a graph for computing link schedules. This limitation would
also be valid for other ML-based implementations where the ex-
pectation is for graphs to be used for link scheduling. One of our
future objectives is to study whether Deep Learning approaches
can be designed (e.g., using Federated Learning) for link scheduling
extending our privacy-preserving PriLink algorithm, where we can
train effective models to improve the scheduling performance and
do so in a privacy-preserving manner.

7 CONCLUSION

This paper proposes a privacy-preserving link scheduling algorithm
called PriLink for multihop wireless networks. PriLink is designed
with built-in privacy protections as the entire network topology is
not shared with a central server, and devices share only links re-
quired for computing the schedule. To our knowledge, PriLink is the
first known implementation of a privacy-preserving link schedul-
ing algorithm. It can be used instead of existing greedy approaches
where the privacy of the wireless network is important. Through
network simulations and comparisons with high-performing greedy
algorithms, we show that the algorithm achieves good link sched-
uling performance, has faster execution times than existing greedy
benchmarks, and does this in a privacy-preserving manner. The
PriLink privacy evaluation shows that it can hide nearly 85% of
network links for networks containing 50 devices and more than
95% in large networks comprising 250 devices achieving significant
privacy benefits in wireless link scheduling.
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